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Chiral magnetic interactions in graphene nanoribbons on topological insulator substrates
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It is known that the interplay between strong spin-orbit coupling and broken inversion symmetry can
lead to chiral configurations in low-dimensional magnetic systems deposited on heavy-element surfaces. This
phenomenon is due to the Dzyaloshinskii-Moriya interaction, which favours noncollinear magnetic structures.
Here we show by ab initio simulations that this interaction leads to a twisting of the two antiferromagnetically
coupled edge-state spins of a zigzag graphene nanoribbon deposited on the topological insulator Sb2Te3. To our
knowledge, this is the first report of a chiral magnetic structure formed by a pair of one-dimensional states. This
effect results in a finite net magnetization in the nanoribbons, which could lead to applications such as spin filters
in graphene-based spintronics devices.
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I. INTRODUCTION

The surface states of three-dimensional topological in-
sulators (TIs) exhibit several remarkable properties, which
stem from time-reversal symmetry and strong spin-orbit cou-
pling (SOC) [1–5]. These properties include spin-momentum
locking and robustness against time-reversal-invariant per-
turbations, such as nonmagnetic impurities: as a result, the
surface states are immune to disorder-induced localization.
Furthermore, the surface states strongly affect the exchange
coupling between magnetic impurities deposited on the surface
[6,7]. More specifically, they are predicted to induce a strong
anisotropic Dzyaloshinskii-Moriya interaction (DMI) [8–13]
between the spins of pairs of magnetic adatoms, which favours
noncollinear magnetic structures [7]. In these systems, the
magnitude of the DMI is comparable to that of the conventional
Ruderman-Kittel-Kasuya-Yoshida (RKKY) indirect exchange
interaction [7]. On the other hand, magnetic impurities
and, more generally, perturbations destroying time-reversal
symmetry affect the surface state properties dramatically.
In particular, they can open an energy gap and induce an
anomalous quantum Hall effect [4,5,14–17]. The proximity
of a TI surface to a magnetic system containing a domain wall
can also lead to the formation of one-dimensional chiral states
[4,5,17].

Here it is shown by ab initio simulations based on
density functional theory (DFT) that the DMI leads to a
twisting of the two antiferromagnetically coupled edge-state
spins of a zigzag-terminated graphene nanoribbon (GNR)
[18–24] deposited on the (111) surface of the TI Sb2Te3

[25], and this novel phenomenon stems from the proximity
to a substrate with strong SOC. Zigzag GNRs were predicted
to display magnetic electronic states localized at the edge
several years before graphene was produced experimentally
[18]. Computational [26] and experimental [27,28] (albeit
indirect) evidence for the presence of edge magnetism in GNRs
deposited on gold has been recently provided. Experimental
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progress has been hindered by difficulties in controlling the
edge geometry and chemistry, and by the fact that direct
measurements of the tiny magnetic moments are not possible.
In this paper, we focus on unpassivated edges, which bind
strongly to the substrate. In contrast, monohydrogenated GNRs
have been shown to interact with Sb2Te3 weakly [29], similarly
to the behavior of perfect graphene [30]. In spite of the weak
interaction, the proximity effects of substrates with large SOC
have been shown to alter the properties of pure graphene
significantly, which is of interest for spintronics applications
[30–34].

II. METHODS

The structural optimizations and the calculations of the
electronic and magnetic properties are carried out using
the plane-wave package Quantum-Espresso [35]. We employ
generalized gradient approximation functionals [36] with the
semi-empirical van der Waals corrections by Grimme [37] to
perform structural relaxation, without including SOC. During
the optimization, the two topmost layers of the substrate are
allowed to relax. The SOC simulations and the calculations of
the energy differences between magnetic structures are carried
out using local-density-approximation [38] functionals. A
similar approach exploiting the strength of different exchange
functionals was used in Ref. [39]. We employ (scalar relativis-
tic and fully relativistic) norm-conserving pseudopotentials.
Wave functions are expanded in plane waves with an energy
cutoff of 60 Ry.

We focus on the (111) surface of Sb2Te3, and consider slabs
of Sb2Te3 containing 15 atomic layers (three quintuple layers).
The GNR has a width of six graphene units and is deposited
on the “top” surface of the slab, whereas the “bottom” surface
is clean. Since the lattice constant of the Sb2Te3(111) surface
is exactly three times as large as that of graphene (and, thus,
of a zigzag GNR unit) [29,30], 4.26 Å versus 1.42 Å, we
employ an orthorhombic supercell that contains three GNR
units along the direction of the GNR [assumed to be parallel
to the y axis; see Fig. 1(b), where the blue rectangle indicates
the supercell employed in the simulations]. The orthorhombic
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FIG. 1. Atomistic models. (a) Side and (b) top view of the GNR
on Sb2Te3(111) after relaxation. A thick slab of Sb2Te3 is considered
in the DFT simulations, but only five atomic layers are shown here for
the sake of clarity. The red arrows render the spin structure formed
by the edge states in the lowest-energy configuration obtained. The
directions of the edge magnetic moments deviate slightly from the
y axis due to the DMI. The blue dashed lines in (b) depict the yz

and xz planes: the first one is an exact mirror plane, whereas the
mirror symmetry with respect to the second one is broken by the
atomic layers beneath the topmost Te layer of the substrate. The
blue rectangle in (b) indicates the actual supercell employed in the
simulations. In this and the following figure, Sb, Te, and C atoms are
rendered with yellow, green, and black spheres, respectively.

supercell has lattice parameters a = 21.3 Å, b = 7.38 Å,
c = 46 Å. The c parameter corresponds to a vacuum layer of
thickness 17 Å, which decouples the periodic images of the
slab along the z axis perpendicular to the surfaces. In total, the
model contains 186 atoms. A 1 × 8 × 1 Monkhorst-Pack mesh
[40] is employed to perform the integration over the Brillouin
zone. For the projected density of states, we use a Gaussian
broadening of 0.014 eV.

III. RESULTS

Several adsorption configurations for the GNR are inves-
tigated, and the energetically most stable model is shown in
Fig. 1. Upon geometry relaxation, the GNR bends considerably
and forms chemical bonds at the edges to saturate the dangling-
bond orbitals of the edge C atoms. The distance between the
edge C atom and Sb2Te3(111) is 1.95 Å, while the distance
between the center of the GNR and the surface is 4.72 Å
(further information is provided in the Supplemental Material
[41]). Similar geometries are observed for H-free nanoribbons
on metal substrates [26,42,43].

Remarkably, the magnetic properties of the GNR are
mostly preserved, in spite of the strong chemical interaction
at the edges. Preliminary spin-polarized calculations without
SOC reveal that the GNR exhibits edge magnetism with
antiferromagnetic (AFM) coupling between the two edges: the
energy difference between the AFM and ferromagnetic (FM)
(respectively, nonmagnetic) configuration is about 2.6 meV
(respectively, 7.8 meV). The magnetization per edge C atom
is 0.33 μB , to be compared to the value of 0.34 μB obtained
for a freestanding GNR using an equivalent k-point mesh. The
presence of spin-polarized edge states is in striking contrast to
the case of unpassivated GNRs on metal substrates, wherein
the edge magnetism is fully suppressed [26,42,43]. Inspection
of the projected density of states (PDOS) and the plots of
the charge density of relevant states (see Fig. S2) show that
the chemical interaction between the GNR and Sb2Te3 mainly
stems from the bonding between the σ -like orbitals of the edge
C atoms and the p states of the neighboring Te atoms. On the
other hand, the π orbitals of the edge C atoms forming the
edge states hardly contribute to the bonding.

Next, we include SOC. The bonding mechanisms at
the edge are not affected qualitatively. The corresponding
nonspin-polarized PDOS for the | j = 3/2, l = 1〉+| j = 1/2,
l = 1〉 spin-angle functions of the edge C atoms display a
large peak at the Fermi energy EF [see Figure 2(a)]. The
edge states contribute significantly to the peak. Similarly to
the case of freestanding GNRs, a Stoner instability occurs,
which leads to edge magnetism. The resulting splitting of
the spin-polarized PDOS peaks is about 0.16 eV, as shown
in Fig. 2(b). Inclusion of SOC has additional remarkable
effects on the magnetic structure, which originate from the
interplay between magnetic anisotropies and chiral DMI. We
perform three independent self-consistent calculations with
initial direction of the AFM spin configuration along x, y,
and z, respectively. Irrespective of the initial configuration,
a small but non-negligible twisting of the spins of the two
edge states occurs. As a result, the system acquires a finite net
magnetization of the order of 0.2–0.3 μB , whose direction
differs from the direction of the two individual magnetic
moments. In Figs. 2(b)–2(d), we show the magnetic properties
of the lowest energy configuration obtained [schematically
depicted in Fig. 1(a)], in which the two moments have opposite
y and z components (the latter being much smaller than the
former), but also have a parallel component along x, resulting
in an angle between the two spins of 151.32◦. The magnetic
moments of the C atoms along the same edge are instead
ferromagnetically coupled. We have thoroughly checked that
the twisting of the moments stems from the substrate-induced
SOC by rigidly shifting the GNR away from the Sb2Te3

slab and recomputing the magnetic properties (for starting
magnetizations along x, y, or z). The tilting shows up only for
sufficiently short GNR-substrate distances, at which there is
significant chemical interaction between the two subsystems.
Furthermore, noncollinear simulations without SOC yield an
exact AFM configuration where the two moments form an
angle of 180◦. We have also carried out test simulations using
a wider supercell along y, so as to double the distance between
the periodic images of the GNR. Since it is not computationally
feasible to study a 15-layer slab using this supercell, we have
considered a slab consisting of a single quintuple layer. We
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FIG. 2. Magnetic properties. (a) Nonspin-polarized and (b) spin-
polarized PDOS for the | j=3/2,l=1〉+| j = 1/2, l = 1〉 spin-angle
functions of the three edge C atoms of the GNR (black lines) and
the nearest neighbor Te atoms (dashed red lines). The peak at EF

in (a) corresponds to the edge state. The PDOS in (b) correspond to
the magnetic configuration shown in Fig. 1. The non-spin-polarized
PDOS for the edge C atoms of a freestanding monohydrogenated
GNR is also shown in (a) for the sake of comparison (dashed blue
line). (c)–(e) Isovalue surfaces of the spin polarization density along
x (c), y (d), and z (e) for the magnetic configuration in Fig. 1. The
red (blue) surface indicates spin up (down) density, corresponding
to ±4 × 10−5μB/(a.u.)3. The plots clearly show that the y and z

components form an AFM configuration across the GNR, whereas
the x components of the two edge spins are parallel.

have found that the twisting of the spins occurs in these
five-layer models as well and that doubling the size of the
cell does not affect the magnitude of this tilting significantly.
The latter simulations show that the chiral interaction is indeed
mediated by the GNR and is not an artifact due to the presence
of the periodic images of the GNR.

IV. DISCUSSION

To rationalize our findings, it is useful to map the system
onto an effective spin Hamiltonian [44]. Such mapping has
been carried out rigorously both for chiral GNRs [45], which
possess edge states localized at the zigzag segments, and
zigzag GNRs [46]. The resulting exchange coupling constants
are FM along the edge and AFM across the edge. Furthermore,

the intra-edge FM coupling is long-range for zigzag GNRs,
which reflects the delocalized nature of the edge spin polar-
ization in this geometry [46,47]. In these works, freestanding
GNRs were considered and, thus, SOC was neglected. In our
DFT models, the strong SOC induced by the substrate brings
about a dependence of the energy on the spin direction, namely
the magnetic anisotropy energy (MAE), as well as a DMI, due
to the absence of inversion symmetry at the surface.

In principle, the DMI could be included in the effective
Heisenberg Hamiltonian developed in Ref. [46] by taking into
account the indirect exchange mechanism between the spins
mediated by the surface-state conduction electrons, following
an approach similar to Ref. [7]. Here, we provide a qualitative
analysis of the main effects of the DMI. We consider a classical
spin Hamiltonian, and assume that, along the edge, the strong,
long-range FM coupling, combined with MAE effects, prevails
over the DMI. This assumption is corroborated by our test
simulations of chiral configurations along the edge. In these
simulations, we have considered initial spin configurations
corresponding to spin spirals with period length equal to three
GNR units (commensurate with the supercell employed), in
which the magnetic moments of nearest-neighbour spins form
an angle of 120 degrees. All of these models converge to a FM
configuration. It is computationally not feasible to study spin
spiral configurations with longer period because this would
require the use of supercells at least twice as large along
the nanoribbon direction. Since the edge spin configuration
is fully FM, one needs only to consider the DMI between
pairs of nearest-neighbour spins on different edges. Hence, if
only magnetic interactions up to second order are considered,
the ground-state magnetic configuration is determined by the
interplay between three terms:

H = J S1 · S2 + D · S1 × S2 +
2∑

i=1

S+
i · K · Si , (1)

where S1 and S2 are the spins of two nearest-neighbour
states on opposite edges. The first term is the isotropic
exchange interaction between the two spins; here, J > 0 is the
exchange constant favoring the AFM coupling. The second
term is the antisymmetric DMI, whose strength depends on
the Dzyaloshinskii vector D (to be determined from the
simulations). Finally, the third term describes the MAE for
the two spins and K is the so-called anisotropy energy tensor.

Symmetry considerations [9] restrict the number of nonzero
components of D. The model possesses a mirror symmetry
with respect to the yz plane parallel to the GNR, which cuts
the GNR into two halves [see Fig. 1(b)]. The freestanding
GNR also possesses a mirror symmetry with respect to the
perpendicular xz plane. However, this symmetry is broken
by the substrate, since the latter has C3v symmetry and the
edges of the GNR are parallel to one of its mirror planes.
More precisely, in the geometry shown in Fig. 1, the first
Te layer preserves the mirror symmetry, whereas the layers
beneath break it. As a result, upon relaxation, the geometry
of the GNR and the uppermost Te layer also deviates from
a mirror-symmetric configuration. In summary, due to the yz

mirror plane, the vector D should lie in this plane (in the
presence of an additional xz mirror plane, the vector D would
be parallel to y). As regards the anisotropy tensor for the edge
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TABLE I. Parameters J, D, and K of the spin Hamiltonian as
obtained from the first-principles calculations. The values K1, K2,
and K3 are the principal components of the tensor K in Eq. (2). They
correspond to the magnetic anisotropies along the principal axes. The
directions of the principal axes are also provided.

Exchange coupling J and D vector

J = 1.3 meV
Dy = 0.7 meV
Dz = 1.7 meV

Principal components of K and principal axes

K1= 0.0 meV, (0.633, 0.085, −0.770)
K2= 1.2 meV, (0.056, 0.996, −0.063)
K3= 3.6 meV, (0.772, −0.003, 0.635)

spins, none of the components can be set to zero:

D =
⎛
⎝

0
Dy

Dz

⎞
⎠,K =

⎛
⎝

KxxKxyKxz

KxyKyyKyz

KxzKyzKzz

⎞
⎠ (2)

Notice that, as far as the anisotropy of the total magneti-
zation of the system is concerned, the corresponding tensor
has zero xy and xz components, owing to the presence of the
mirror plane yz.

The quantities J , D, and K can be estimated from a proper
set of self-consistent simulations with different directions
of the edge magnetizations. More specifically, the exchange
coupling parameter J is accurately obtained from the scalar-
relativistic energy difference between the collinear FM and
AFM configurations. Then, the three components of D are
computed by considering pairs of configurations where the two
spins lie on the plane perpendicular to the relevant component
of D and form angles equal to +90 and −90 degrees, respec-
tively. These calculations indicate that the main component
of D is indeed on the yz plane, although a non-negligible
x component is also found (see the Supplemental Material
[41]). Finally, the six independent elements of the anisotropy
tensor are obtained by fitting to the energy of the three self-
calculations discussed before and of additional constrained
simulations. After evaluating the tensor, we diagonalize it to
determine the principal values K1, K2, and K3, which yield the
magnetic anisotropies along the principal axes.

The values for J, D, K1, K2, and K3 and the directions of
the principal axes are shown in Table 1. The magnitude of
the Dzyaloshinskii vector and the magnetic anisotropies are
relatively large. Furthermore, the easy axis corresponding to
K1 is practically in the yz plane and forms an angle of about
40◦ with respect to the z axis. The MAE cannot account for
the tilting effect observed in our models, which stems from the
chiral DMI. In particular, tilting of the spins would also occur

for an AFM configuration with starting edge magnetizations
along the easy axis.

Finally, it is important to assess the robustness of the chiral
spin configurations we find. Besides extrinsic effects [48,49],
the one-dimensional nature of edge magnetism creates two
types of intrinsic instabilities, which originate, respectively,
from the quantum fluctuations due to the AFM interedge
coupling [45,47] and from thermal fluctuations [50]. In our
model, the strong substrate-induced magnetic anisotropy (of
the order of meV) can partly stabilize the ferromagnetic
polarization along the edge against thermal fluctuations,
yielding a crossover temperature of the order of 100 K [50].
Furthermore, the long-range nature [46] of the intra-edge FM
coupling in zigzag GNRs stabilizes edge magnetism against
quantum fluctuations for sufficiently wide GNRs [47], contrary
to the case of chiral nanoribbons [45].

V. CONCLUSIONS

In conclusion, we have found that a TI substrate induces
noncollinear edge magnetism in GNRs via a robust DMI. This
proximity effect stems from the strong SOC of the substrate.
In principle, any substrate with large SOC could lead to
such phenomenon, unless chemical interactions at the edge
destabilize the edge magnetism. The latter effect is observed
for some heavy metal substrates [26,42]. Notice that passivated
GNRs on Sb2Te3 do not show any chiral magnetism owing
to the large distance with respect to the substrate and the
resulting weak effective SOC at the GNR [29]. From the
application perspective, the finite magnetization originating
from the twisting of the edge spins could be exploited in
graphene-based spintronics devices [51–53]. In fact, there has
recently been considerable experimental and theoretical work
aimed at stabilizing the ferromagnetic state in GNRs, in view
of potential applications as spin filters. In many respects, our
system is simpler to realize than alternative approaches, which
either require edge modification (a complex chemical process)
[54,55] or the application of a very strong electric field [24].
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